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Introduction
Power Sequence

It is recommended that the following power sequence be followed when using the C410x and BMC 1.34 (or
newer) with a host server not Intel E5-2600 Series based:

1. For asingle host server connected to a C410x:
a. Power Up Sequence:

i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Power up the host server.
b. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
iii. Power down the C410x.
2. For multiple host servers connected to a C410x:
a. Initial Power Up Sequence:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Power up the host server.
b. Power Up Sequence:
i. Power up the PCl cage(s) associated with the iPass port connected to the C410x.

NOTE: The PCI cage power can be applied by pressing the cage power button or
using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

i. Wait for the Green power LEDs on the cage(s) to light.
ii. Power up the host server.
iii. Repeat for each host server connected to the C410x.
b. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
iii. Power down the PCI cage(s) associated with the iPass port connected to the C410x.

ﬁ NOTE: The PCI cage power can be removed by pressing the cage power button
or using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

iv. Wait for the Green power LEDs on the cage(s) to turn off.

v. Repeat for each host serve connected to the C410x.

It is recommended that the following power sequence be followed when using the C410x and BMC 1.34 (or
newer) with a host server that is Intel E5-2600 Series based:

1. For asingle host server connected to a C410x:
a. Power Up Sequence:
i. Power up the C410x.
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ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Power up the host server.
b. Power Down Sequence:
i. Power down the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to turn off and the fans to
turn off.
NOTE: The host server may report errors of missing devices on the PCle bus.
ii. Power down the host server.
iv. Wait for the host server to power off.
2. For multiple host servers connected to a C410x:
a. Initial Power Up Sequence:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.

iii. Power up the host server.
b. Power Up Sequence:
i. Power up the PCl cage(s) associated with the iPass port connected to the C410x.

ﬂ NOTE: The PCl cage power can be applied by pressing the cage power button or
using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.
vi. Wait for the Green power LEDs on the cage(s) to light.
vii. Power up the host server.
viii. Repeat for each host server connected to the C410x.
c. Power Down Sequence:
i. Power down the PCl cage(s) associated with the iPass port connected to the C410x.

ﬂ NOTE: The PCl cage power can be removed by pressing the cage power button
or using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

ii. Wait for the Green power LEDs on the cage(s) to turn off.

NOTE: The host server may report errors of missing devices on the PCle bus.
iii. Power down the host server.
iv. Wait for the host server to power off.
v. Repeat for each host serve connected to the C410x.

It is recommended that the following power sequence be followed when using the C410x and BMC 1.32 with a
host server not Intel E5-2600 Series based:

3. For asingle host server connected to a C410x:
a. Power Up Sequence:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Wait for the Blue UID LED on the left ear tab to stop blinking and then turn
off. When the UID LED turns off the PCle bus initialization is complete.

ﬂ NOTE: After the C410x power up the PCle bus initialization will start. The PCle
bus initialization status can be checked using IPMITool commands identified in the
“Using the C410x Base Board Management Controller”.
iv. Power up the host server.
b. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
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iii. Power down the C410x.
4. For multiple host servers connected to a C410x:
a. Initial Power Up Sequence:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCl cages to light.
iii. Wait for the Blue UID LED on the left ear tab to stop blinking and then turn
off. When the UID LED turns off the PCle bus initialization is complete.
NOTE: After the C410x power up the PCle bus initialization will start. The PCle bus
initialization status can be checked using IPMITool commands identified in the
“Using the C410x Base Board Management Controller”.
iv. Power up the host server.
b. Power Up Sequence:
i. Power up the PCl cage(s) associated with the iPass port connected to the C410x.

ﬂ NOTE: The PCl cage power can be applied by pressing the cage power button or
using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.
vi. Wait for the Green power LEDs on the cage(s) to light.
vii. Power up the host server.
viii. Repeat for each host server connected to the C410x.
d. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
iii. Power down the PCl cage(s) associated with the iPass port connected to the C410x.

NOTE: The PCI cage power can be removed by pressing the cage power button
or using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

iv. Wait for the Green power LEDs on the cage(s) to turn off.
v. Repeat for each host serve connected to the C410x.

It is recommended that the following power sequence be followed when using the C410x and BMC 1.32 with a
host server that is Intel E5-2600 Series based:

3. For asingle host server connected to a C410x:
a. Power Up Sequence:

i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Wait for the Blue UID LED on the left ear tab to stop blinking and then turn
off. When the UID LED turns off the PCle bus initialization is complete.

ﬂ NOTE: After the C410x
power up the PCle bus initialization will start. The PCle bus initialization status

can be checked using IPMITool commands identified in the “Using the C410x Base
Board Management Controller”.

iv. Power up the host server.

b. Power Down Sequence:

i. Power down the C410x.

ii. Wait for the Green power LEDs on the individual PCI cages to turn off and the fans to
turn off.
ﬁ NOTE: The host server may report errors of missing devices on the PCle bus.

iii. Power down the host server.
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iv. Wait for the host server to power off.
4. For multiple host servers connected to a C410x:
a. Initial Power Up Sequence:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCl cages to light.
iii. Wait for the Blue UID LED on the left ear tab to stop blinking and then turn
off. When the UID LED turns off the PCle bus initialization is complete.

ﬁ NOTE: After the C410x power up the PCle bus initialization will start. The PCle
bus initialization status can be checked using IPMITool commands identified in the
“Using the C410x Base Board Management Controller”.
iv. Power up the host server.
b. Power Up Sequence:
i. Power up the PCl cage(s) associated with the iPass port connected to the C410x.

ﬁ NOTE: The PCI cage power can be applied by pressing the cage power button or
using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.
vi. Wait for the Green power LEDs on the cage(s) to light.
vii. Power up the host server.
viii. Repeat for each host server connected to the C410x.
e. Power Down Sequence:
i. Power down the PCl cage(s) associated with the iPass port connected to the C410x.

ﬂ NOTE: The PCl cage power can be removed by pressing the cage power button
or using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

ii. Wait for the Green power LEDs on the cage(s) to turn off.

ﬁ NOTE: The host server may report errors of missing devices on the PCle bus.
iii. Power down the host server.
iv. Wait for the host server to power off.
v. Repeat for each host serve connected to the C410x.

It is recommended that the following power sequence be followed when using the C410x and BMC 1.28 with a
host server:

1. For asingle host server connected to a C410x:
a. Power Up Sequenc:
i. Power up the C410x.
ii. Wait for the Green power LEDs on the individual PCI cages to light.
iii. Power up the host server.
b. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
iii. Power down the C410x.
2. For multiple host servers connected to a C410x:
a. Power Up Sequence:
i. Power up the PCl cage(s) associated with the iPass port connected to the C410x.

ﬂ NOTE: The PCl cage power can be applied by pressing the cage power button or
using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

ii. Wait for the Green power LEDs on the cage(s) to light.
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iii. Power up the host server.
iv. Repeat for each host server connected to the C410x.
b. Power Down Sequence:
i. Power down the host server.
ii. Wait for the host server to power off.
iii. Power down the PCI cage(s) associated with the iPass port connected to the C410x.

NOTE: The PCl cage power can be removed by pressing the cage power button
or using IPMITool commands identified in the “Using the C410x Base Board
Management Controller” document.

iv. Wait for the Green power LEDs on the cage(s) to turn off.
v. Repeat for each host serve connected to the C410x.

Supported GPGPU Configurations
The C410x supports installing different GPGPU and other devices in the chassis.

Mixing different GPGPUs connected to the same host server is not supported. All GPGPUs connected to a
host server must be the same type.

Mixing other devices with GPGPUs connected to the same host server is supported.

GPGPU Support Limitation

There are some host servers that have multiple PClex16 expansion slots. This allows multiple Host
Interface Cards (HIC) to be installed in a single host server. The flexibility of the C410x system allows 16
GPGPUs to be connected to a single host server with multiple PClex16 expansion slots. Host servers that
are based on x86 architecture have a 16 bit (total 64 K) 10 address space hardware limit. The 16 bit 10
address space hardware limit limits the number of PCI devices that can be connected to the host server.
The host server does not boot or other POST errors occur if the 10 address space limit is exceeded. The
number of onboard host server PCI devices utilize a fixed amount of IO address space. The remaining IO
address space is used to determine the number of GPGPU that can be installed in a C410x that is
connected to the single host server. Each GPGPU requires 4K of 10 address space. The number of
onboard PCI devices plus the number of GPGPUs determine the amount of 10 address space used.
Therefore, the 16 bit IO address space limitation does not allow a single host server to support 16
GPGPUs installed in a C410x.

InfiniBand (IB) Support Limitation

Host servers will not support more than one IB card installed in a C410x.

If more than one IB card is installed in a C410x and connected to a single host server issues may be
observed.

Checklist

Carefully unpack the Dell PowerEdge C410X server and check that the following items were included.

e One Dell PowerEdge C410X system

e Dell PowerEdge C410x Getting Started Guide

e Safety, Environmental, and Regulatory Information (SERI)

e Warranty and Support Information (WSI) or End User License Agreement (EULA)
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Product Overview
A Tour of the System

The following sections describe the external features of the Dell PowerEdge C410X server.

System Front View

(alaln nla]
[asals]
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|
fa]

Figure 1 — Front View
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1 Power LED/Button 8 PCI Cage 5
2 System LED 9 PCI Cage 6
3 UID LED/Button 10 PCl Cage 7
4 PCI Cage 1 11 PCI Cage 8
5 PCI Cage 2 12 PCI Cage 9
6 PCI Cage 3 13 PCI Cage 10
7 PCI Cage 4

System Back View
Back view of system is shown below:
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Figure 2 — Back View

2008
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1 Power Module 1 11 iPass connector 6
2 Power Module 2 12 iPass connector 7
3 Power Module 3 13 iPass connector 8
4 Power Module 4 14 PCI Cage 11

5 BMC LAN Cable 15 PCI Cage 12

6 iPass connector 1 16 PCI Cage 13

7 iPass connector 2 17 PCIl Cage 14

8 iPass connector 3 18 PCI Cage 15

9 iPass connector 4 19 PCI Cage 16
10 iPass connector 5
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System LEDs Description

Front System LEDs

The front system LEDs contain System LED, Power LED and UID LED information.

The detailed LEDs information is listed below:

Figure 3 — Front System LEDs

Table 1-1. Front System LEDs

System LED Displays status/errors and is controlled by BMC.
A Color Condition Occurrence
Amber Blink Fast Power supply fail
On FAN fail or sensor error
Blink GPU card fail
UID LED Lights when front or rear ID button is pressed.
Color Condition Occurrence
Blue Off No identification
Blinking ID Button pressed on system (ID command
executed)
I Lights green when server is powered on.
Color Condition Occurrence
Power LED On Power on
Green Off Power off
Blinking Power on fail or without
any GPU card
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Static / Dynamic IP Switch Function Instruction
® To switch from DHCP to static or vice versa:

»  Hold down the ID button for 5 seconds
While pressing the ID button, press and hold the power button for 5 seconds
Release the power button, and then the ID button

It will take ~30 seconds to change the configuration

YV V V V

The ID light will indicate which mode has been selected:
- Solid for 5 seconds indicates static IP
- Flashing for 5 seconds indicates DHCP

® If the default IP address is changed, switching DHCP to static IP will change the IP address back to the
default.

® Default IP address is 192.168.0.120
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Removing and Installing Hardware
Safety Measures

ﬂCAUTION: Many repairs may only be done by a certified service technician. You should only perform
troubleshooting and simple repairs as authorized in your product documentation, or as directed by the
online or telephone service and support team. Damage due to servicing that is not authorized by Dell is not
covered by your warranty. Read and follow the safety instructions that came with the product.

&CAUTION: Computer components and electronic circuit boards can be damaged by discharges of
static electricity. Working on computers that are still connected to a power supply can be extremely
dangerous. Follow the simple guidelines below to avoid damage to your computer or injury to yourself.

e Always disconnect the computer from the power outlet whenever you are working inside the
computer case.

e |If possible, wear a grounded wrist strap when you are working inside the computer case.
Alternatively, discharge any static electricity by touching the bare metal system of the
computer case, or the bare metal body of any other grounded appliance.

e Hold electronic circuit boards by the edges only. Do not touch the components on the board
unless it is necessary to do so. Do not flex or stress the circuit board.

e Leave all components inside the static-proof packaging until you are ready to use the
component for the installation.

System Cover

Removing System Cover

AcAuTioN: Before you remove or install the system cover: Make sure the system is not
turned on or connected to AC power.

Follow these instructions to remove the system cover:

1. Loosen and remove the screws securing the middle cover.
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2. Remove the middle top cover from the system.
r
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4. Slide the cover horizontally to the back using the traction pad and remove the back cover in
the direction of the arrow.

Ed noTe: This system must be operated with the system cover installed to ensure proper cooling.

Installing the system cover
To install the system cover follow the instructions for removing the system cover in the reverse order.

Removing and Installing Hardware | 18



PCIl Cage

Removing the PCI Cage

ﬂ NOTE:
e Take note of the drive tray orientation before sliding it out.

e The tray will not fit back into the bay if inserted incorrectly.

1. Lift the release lever and pull on the cage handle at the same time.

2. Slide the cage assembly out of the system.
s ™
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Installing the PCI cage
To install the PCI cage follow the instructions for removing the PCI cage in the reverse order.

PCle Card

Replacing PCle Card

AcauTion: Before you remove or install the PCle card, press PCI cage power button to
turn off the specific single PCI cage power before replacing PCle card.

Follow these instructions to replace a PCIE card:

For M1060 Card
1. See to Chapter 4 Cable Routings on page 57 to connect switch button cable and PCI power cable.

2. Insert the PCle card by 45 degree and push it into the socket vertically.

&CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card.
Make sure the card does not drag across the card mounting standoffs of the cage when inserting the card
into the socket.
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3. Secure the card in place with screws and place the PCI side cover as shown in the illustration.
[

Installing the M1060 card
To install the M1060 card follow the instructions for removing the M1060 card in the reverse order.
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For M2050/M2070/M2070Q/M2075/M2090 Cards
1. Connect PCI power cable.

2. Insert the PCle card by 45 degree and push it into the socket vertically.

1& CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card. Make sure the card does
not drag across the card mounting standoffs of the cage when inserting the card into the socket.

- ™
. >y
3. Secure the card with screw.
~ ™
L ma
-
\"E r1
S -
4. Attach the support bracket on the PCIE board and secure it in place with 4 screws.
- ™
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5. Connect power cable to card as shown.

g ™5

6. Replace the side cover.

-~

7. Secure the side cover with 4 screws.
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8. Secure the PCIE side cover with 3 screws as illustration arrow show.
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Installing the Intel 5110P Card
Follow the instructions to install the Intel 5110P card.

1. Attach two support brackets with screws to the 5110P card heatsink cover.
e ™

Screw 2/4

Support Bracket 3

Support Bracket 1

p >
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2. Connect power cable to card as shown.

& CAUTION: Make sure the power cable is plugged before inserting the PCle card into socket.

(5]

3. Insert the 5110P card into the socket as shown in the illustration.

& CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card. Make sure the

card does not drag across the card mounting standoffs of the cage when inserting the card into the socket.
d N
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4. Secure the 511P card with 3 screws.

-

Screw 7

Screw 8
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Removing the 5110P card

Follow the instructions to remove the Intel 5110P card.
1. Remove the 3 securing screws.

' ™

p A

2. Remove the 5110P card from the socket.

4& CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card. Make sure the card does
not drag across the card mounting standoffs of the cage when removing the card from the socket.

3. Unplug power cable as shown.

.& CAUTION: Make sure the card is completely removed from the socket before unplugging the power cable.
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4.  Remove the securing screws and the support bracket from the 5110P heatsink cover.
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Installing the NVIDIA K10/K20 Card
Follow the instructions to install the NVIDIA K10/K20 card.

1. Remove the 5 securing screws of K10 heatsink top cover.

4 ™
® ®
L= par if o ;
@ & ®
N vy

Remove the 8 securing screws of K20 heatsink top cover.

4 Iy
& @ &
. A

ﬁ NOTE: Please keep heatsink top cover and securing screws. The heatsink top cover should
be attached to replaced card before returning.
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2. Attach the support bracket with two screws to the K10/K20 card.
e ~

Screw 2

3. Insert the K10/K20 card into the socket as shown in the illustration.
4 ™\

. J

& CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card. Make sure the card does
not drag across the card mounting standoffs of the cage when inserting the card into the socket.
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4. Secure the K10/K20 card with 3 screws.

Ve

Screw 4

(Same as Screw 2)

Screw 5
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5. Attach K10 support bracket.
e ™

\. J

ﬁ NOTE: Use the right mounting holes to secure the mounting bracket for the K10 card.

Attach the K20 support bracket.
' ™

. >y

ﬁ NOTE: Use the left mounting holes to secure the mounting bracket for the K20 card.

ﬁ NOTE: Picture is showing a K10 card for a K20 installation.
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6. Secure the K10 support bracket with 3 screws.

N

Secure the K20 support bracket with 3 screws.

-~

N

ﬁ NOTE: Picture is showing a K10 card for a K20 installation.

Screw 8

Screw 7
(Same as Screw 2)
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7. Connect power cable to card.

' Y
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Removing the NVIDIA K10/K20 Card

Follow the instructions to remove the NVIDIA K10/20 card.
1. Unplug power cable as shown.

' Y

L. >

2. Remove the K10 3 securing screws.

. J

Remove the K20 3 securing screws.
4 ™
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3. Remove the K10 support bracket.
e ™

\. J

Remove the K20 support bracket.
' ™
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4. Remove the 3 securing screws.
e ~

\ J/

5. Remove the card from the socket.

.& CAUTION: Care should be taken to prevent damage to components on the back side of the PCle card. Make sure the card does
not drag across the card mounting standoffs of the cage when removing the card from the socket.

4 N
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6. Remove the securing screws and the support bracket from K10/K20 card.

Ve

p.

~,

7. Attach the heatsink top cover to the K10 card and secure with 5 screws.

ﬁ NOTE: The heatsink top cover must be assembled to the K10 card before it is returned for

replacement.

N
L= par if o :
é ® &
_/
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Attach the heatsink top cover to the K20 card and secure with 8 screws.

ﬂ NOTE: The heatsink top cover must be assembled to the K20 card before it is returned for
replacement.

4 Iy
® @ &
. A
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Replacing System Fans
In case of system fan failure, you can quickly replace the system fan.

AcauTion: Before you remove or install the system fans, take the steps: 1) Make sure the
system is not turned on or connected to the AC power. 2) Disconnect all
necessary cable connections. Failure to observe these warnings could result in
personal injury or damage to the equipment.

Follow the instruction to remove the system fans:

1. Loosen and remove the screws securing the middle cover.
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2. Remove the middle top cover from the system.
r

3. Lift the system fan ears.
4
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4. Lift the system fan out of the system fan cage.
o ™

Installing the system fans
To install the system fans follow the instructions for removing the system fans in the reverse order.
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Fan cage

Replacing System Fan Cage

AcauTion: Before you remove or install the system fan cage, take the steps: 1) Make
sure the system is not turned on or connected to the AC power. 2) Disconnect
all necessary cable connections. Failure to observe these warnings could
result in personal injury or damage to the equipment.

1. Loosen and remove the screws securing the middle cover.

-
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2. Remove the middle top cover from the system.
r

N
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e /
4. Lift the fan cage out of the system.

ﬂ NOTE: Watch the fan status LED cables as the fan cage is lifted out of the system. The fan status LED
connector should be unplugged before removing the fan cage completely from the system.

ra ~
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5. Remove the fans from the fan cage.

- ™
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6. Loosen and remove the screws on top of the system fan cage.
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Installing the system fan cage
To install the system fan cage follow the instructions for removing the system fan cage in the reverse order.
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Power supply

Replacing Power Supplies
In case of a power supply failure, you can quickly replace the power supply unit.

Follow these instructions to remove the power supply:

AcAuTion: In order to reduce the risk of injury from electric shock, disconnect AC power
from the power supply before removing it from the system.

1. Pull up the power supply handle.

( \
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2. Press the retaining clip on the right side of the power supply along the direction of the arrow.

S

ﬁ NOTE: It takes considerable force to remove the power supply.
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Follow these instructions to install the power supply:

Insert the replacement power supply firmly into the bay. The retaining clip should snap. Fold the power
supply handle down. Connect the AC power cord to the replaced power supply.

4 _ N
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Power Distribution Board (PDB)

Replacing Power Distribution Board (PDB)

Follow these instructions to remove the PDB:

AcAuTion: Before you remove or install the power distribution board take the steps: 1)
Make sure the system is not turned on or connected to the AC power. 2)
Disconnect all necessary cable connections. Failure to observe these
warnings could result in personal injury or damage to the equipment.

1. Remove all power supplies from the system following the steps outlined in Section-Replacing

Power supplies.

2. Loosen and remove the screws securing the middle cover.
r
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3. Remove the middle top cover from the system.

-

(N
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5. Slide the cover horizontally to the back using the traction pad and remove the back cover in
the direction of the arrow.

f ™

N J/

6. Then Remove the BMC LAN cable from the retention clip. Lay the BMC LAN cable across the
fans out of the way.
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7. Loosen and remove the screws securing the power supply cage.

8. Slide the power cage horizontally to the back.
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9. Lift the power cage to remove it in the direction of the arrow.

10. Loosen and remove the screw securing the rail.
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11. Remove the rail by lifting the retention clip and at the same time slide the rail in the direction of

the arrow.

12. Loosen and remove the screws securing the PDB.
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13. Remove the PDB in the direction of the arrow.

ﬂ NOTE: It takes considerable force to remove the PDB.

' ™

N

Installing the power distribution board

To install the power distribution board follow the instructions for removing the power distribution board in
the reverse order.
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iPass Board

Replacing iPass Board
Follow these instructions to replace the iPass board:

AcauTion: Before you remove or install the iPass Board, take the steps: 1) Make sure the
system is not turned on or connected to the AC power.2) Disconnect all
necessary cable connections. Failure to observe these warnings could result
in personal injury or damage to the equipment.

1. Loosen and remove the screws securing the middle cover.

-
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2. Remove the middle top cover from the system.
'd

N

f ™
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4. Slide the cover horizontally to the back using the traction pad and remove the back cover in
the direction of the arrow.

a3 b

(N S

5. Then Remove the BMC LAN cable from the retention clip. Lay the BMC LAN cable across the
fans out of the way.
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6. Pull up the power supply handle.
[

L5

[
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8. Loosen and remove the screws securing the power supply cage.

9. Slide the power cage horizontally to the back.
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10. Lift the power cage to remove it in the direction of the arrow.

'

N -

11. Loosen and remove the screws securing the top of the iPass connector cage.

-~
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12. Slide the iPass connector cage horizontally to the back.

g

.

13. Loosen and remove the screws securing the top iPass board.

s ~
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14. Lift up the iPass board and remove it from the system.

15. Loosen and remove the screws securing the bottom iPass board.
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16. Lift up the iPass board and remove it from the system.
I Ry

Installing the iPass board
To install the iPass board follow the instructions for removing the iPass board in the reverse order.
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Middle Board

Replacing Middle Board
Follow these instructions to replace the middle board:

AcauTion: Before you remove or install the middle board, take the steps: 1) Make sure
the system is not turned on or connected to the AC power. 2) Disconnect all
necessary cable connections. Failure to observe these warnings could result
in personal injury or damage to the equipment.

Remove the Fan Cage. See Section- Replacing Fan Cage.

Remove the Power Distribution Board. See Section-Replacing Power Distribution Board
Remove the iPass board. See Section-Replacing iPass Board.

Remove the fourteen (14) screws securing the middle board in place.

A w DR

4 N\
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5. Lift the middle board out of the system in the direction of the arrow, front edge first , to clear

the 10 ports.

Installing the system middle board

g

\\

To install the system middle board follow the instructions for removing the system middle board in the

reverse order.
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Front 1/O Panel

Removing Front I/O Panel

AcauTion: Before you remove or install the Front I/O Panel, make sure the system is
not turned on or connected to the AC power.

1. Remove the screws securing the Front I/O panel cover.

~ ™

e A

2. Remove the Front I/O panel cover.

-~ N

. _/
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3. Remove the screws securing the Front I/O panel.

f

e

4. Remove the Front I/O panel and disconnect the cable.

Installing the Front IO panel

~

To install the Front 10 panel follow the instructions for removing the Front 10 panel in the reverse order.
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Installing the Rail and the System

Follow these instructions to install the rail into a rack:

1. |Install the sliding rails into the rack.

- - 5
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3. Push the system into the sliding rails until the locking latch clicks into place.

f

~

(
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ﬂ NOTE: The 1400W Power Supplies require 220VAC.
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Cable Routings

Ce e “ET
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Fan Power Cable
Front /O Cable
BMC LAN Cable
Fan LED Cable
PCI Power Cable
Switch Cable

o O | W N
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IPass Port Mapping

2 to 1 mode 4 to 1 mode 8 to 1 mode
IPASS ‘ IPASS ‘ IPASS
Mappingl ™ 1 VS 1,15 O 1 VS 1,2,15,16 O 1 VS 1,2,3,4,13,14,15,16
5 2,16 5 N/A 5 N/A
Mapping2 ™ 2 VS 3,13 Q 2 VS 3,4,13,14 2 VS N/A
6 414 6 N/A 6 N/A

Mapping3 O B] Vs 511 O B] Vs 5,6,11,12 O B] Vs 5,6,7,8,9,10,11,12

7 6,12 7 N/A 7 N/A

Mapping4 O 4 Vs 7,9 Q 4 Vs 7,8,9,10 4 VS N/A

8 8,10 8 N/A 8 N/A

ﬂ NOTE: The default port mapping is 2 to 1 mode.
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BMC Remote Management Console

This chapter provides information on the various functions of the Dell Remote Management Console GUI's
(Graphics User Interface).

Initial Configuration using a DHCP Server

Before entering the Dell Remote Management Console, you need to connect the DHCP server in the
subnet to which it is physically connected. If a DHCP server is found, it may provide a valid IP address,
gateway address and net mask. Before you connect the device to your local subnet, be sure to complete
the corresponding configuration of your DHCP server. It is recommended to configure a fixed IP
assignment to the MAC address of the system.
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Static/DHCP IP Controlled by Front Panel Button

® To switch from DHCP to static or vice versa:

»  Hold down the ID button for 5 seconds
While pressing the ID button, press and hold the power button for 5 seconds
Release the power button, and then the ID button

It will take ~30 seconds to change the configuration

YV V V VY

The ID light will indicate which mode has been selected:
- Solid for 5 seconds indicates static IP
- Flashing for 5 seconds indicates DHCP

® If the default IP address is changed, switching DHCP to static IP will change the IP address back to the
default.

® The default IP address is 192.168.0.120
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Remote Management Console Overview

1. Open a web browser and type in your identified IP. The IP address can be found using your DHCP
server.

2. Adialog box prompts you to enter Username and Password.
3.  Enter the following values:
Username: root

Password: root

ﬂ NOTE: The default user name and password are in lower-case characters.

ﬁ NOTE: When you log in using the root user name and password, you have full administrative
privileges. It is advised that once you log in, you should change the root password.

ﬂ NOTE: Password cannot be reset to default and midplane replacement is required if password is
missing.

BMC Remote Management Console | 79



Enter Dell Remote Management Console

After you successfully log in to your Dell Remote Management Console, the Remote Management
Console GUI appears.

Properties
Properties displays the firmware version of current remote client system.

Welcorme root {Administrator]

Properties

Information

[Fitmuars ersioa 211 |

[
Control

Pawer Consumption

CIE

3 B
Powsr Congumption

Email
Part Map
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Configuration

Network

You can view and modify the network settings on this screen. Select whether to obtain an IP address
automatically or configure one manually. It is recommended to use DHCP if your environment has a DHCP
server. You can set DHCP (obtain the IP address automatically) or STATIC IP (configure the IP address
manually). When you finish configuration, click Apply Changes or for re-configuration click Refresh.
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Security
Security shows the current certificate status. To generate a new certificate, click Generate Certificate.

To upload a certificate, click Upload Certificate.

3 eMC

ropertiss Security
= Configuration

Natwork

Current Certificate.

& Server Information

control
Pawer Consumption
= PCIE
Power Consumphion
= Thermal
Fans
Temperatures
System Event Log
= Event Management
Platform Evants
‘Trap Settings
email Settings
Port Map
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Users
To configure a specific user, click the Users ID. To display new user information, click Refresh.
Please note that BMC convention for enabling an 'anonymous' login is to configure the entry for User ID 1

with a null username (all zero’s) and a null password (all zero’s). Applications may then present this to the
user as an anonymous login.

= BMC
Propertiss Users
= Configuration
R
Security
jsers|
5
el Ta corfigurs & particular user. click th User (0.
Sessions.
upcate UseriD  State User Name User Rols IPIAI LAN Privilege 1Pl Serial Privilege
r”“‘jﬂfs o 1 Disabled None Administrator . Administrator
e 2 Enabled  root Admintratos Administiator Adminstrator
Contral 3 Disabled Nane: Hane Hane:
Power Consumption 4 Disablad HNane Mone Nane
= PCIE 5 Disablad Nane MNone: Nane
o i Disablod tona Haone Hone
o 2. Oigablad fana Hano. fone
Temperaturas B Disabled Nane: Kone Hane
System Event Log 0 Disabled Nane Tone Nane
= Event Managemant =
Platform Events e Qe il o St
Trap Settings 11 Disablad Hiane tions Hons
Emal Sattngs 2 Disabled None Hone tane
Port Map I Disabled Nane Hone. hipne
12 Disabled Nane Mone None:
15 Disabled MNane. Hone Hane,
16 Disablsd Nane tione None
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Services

You can configure the web server parameters (such as, HTTP Port Number, HTTPS Port Number, and
Timeout) on a remote computer. By default, the timeout is 1800 seconds; 5 for the Max Sessions and 1 for
the Active Sessions.

When you finish the configuration, click Apply Changes.

Welcome root {Administrator] |

M

Properties Services
S Configuration
Web Server
HTTE Pont Hubor o
HTTPS Por Humbar pa
=1 nfermation
S 1800 |sechads
S Max Sessions =
Skt Active Sessians 2

Power Consumphion
al

Temperstures

System Event Log

= Event Managsment
Platfom Events
Trap Sstbings
Email Settings

Pors Map
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IPMI

This screen contains two sections: IPMI Serial and IPMI Settings.

IPMI Serial

Wolcome rool (Administrator) |

S BMC

Email Settings
Port Map

Properbes IPMI
5 Configuration
ecurity
sers
arices
IPMI Serial
i Connaction Mot Sattings Direct Connect Tenninal Mode
= Server Infarmation Baud Rt 192 kbps v
Pow " .
Control Channel Priviage Lsvel Limit Administstor v |
Bawer Consumption
= PCIE
Pawer Consumption i
5 Thermal 1Pl Settings
Fans
peratures =
System Event Log ER R D =
Event Management Channel Privlage Lavel Limit Administretor .
Slatform Events -
Tran Settngs [Encryption Kay 3000030000000000090000030000030

There are three serial configuration in IPMI Serial: Connection Mode Settings, Baud Rate, and Channel
Privilege Level Limit.

The Connection Mode Settings allows user to select the Console redirection type and to manage the
system from a remote location.

Once the connection mode is set, select the Baud Rate from the drop-down list.

With Channel Privilege Level Limit, users can be configured to operate with a particular maximum Privilege
Level. Privilege levels tell the BMC which commands are allowed to be executed. Table 3 lists the currently
defined User Privilege Levels.

Table 5-1. User Privilege Levels

User

This may be considered the lowest privilege level.

Operator

All BMC commands are allowed, except for configuration commands that
can change the behavior of the out-of-band interfaces. For example,
Operator privilege does not allow the capability to disable individual
channels, or change user access privileges.

Administrator

All BMC commands are allowed, including configuration commands. An
Administrator can even execute configuration commands that would
disable the channel that the Administrator is communicating over.
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IPMI Settings

IPMI Settings provides remote configuration over LAN. To activate IPMI remote configuration by LAN,
check Enable IPMI Over LAN option, define the Channel Privilege Level Limit, and enter the Encryption

Key.
When you finish the configuration, click Apply Changes.
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Sessions

This screen displays information on Active Sessions. Additionally, the trash can icon provides the delete
function for privileged users. Click Refresh to refresh the Sessions status.

& 8MC

Propertes Sessions

S Configuration

Use this page 1o visw information shaut the sctive sessians. Addiianally, priilsged users can click an the trash can ican 12 kill an activa sessian

Session ID User Name IP Address Session Type. Kill
_ L 1 100t 101784 ol
= server Information e e e = e

2 o

Control
Sower Consumption
= PCIE
Bower Consumption
= Thermal
Fans
Temperatures
System Event Log
5 Event Management
Flatform Events
Trap Setbings
Email Settings
Port Map
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Updates
The firmware can be updated remotely.
To update firmware, follow the instruction below:
1. Select the file on your local system using Browse.
2. Select Update Type.
3. Select Preserve Configuration.
4

Click Update to delete the current version and update to the new version.

= 8mc

Praperties Update
= Configuration
retwork
Sacurity
‘::f(zg Select the fimmwars image to upload, then click Update to begin the upload. When the upload is completsd, the fimware update begins.
w1
i @ot=: During firrwars update. i the AC powsr of the sarner is unplugged of 7 the web biower is closed, BMX wil hang foreer.
utilties
= Server Information
3 Power Fimiare Type BMC
Control Fio Path [FBE )
Power Consumpbion 2 7
= pCE Updzts Type. ONormal O Foreed
bR T T Froskne Configuistion Ot ¥ea, 1o presenes the eisting confguretian seifings, even afer the firmwers update
S Themal
Fans

Temperatures
st Bt =3
i oo

Platform Events

St

Email Settings
it

ﬁ NOTE: BMC firmware update should not be interrupted, any interruption may result unrecoverable
firmware crash? ROM replacement is required to bring C410x back. (firmware upgrade time: around 8
minutes)
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Utilities
Utilities provides BMC reboot and Factory default restore functions.
To reboot system, click Reboot.

To restore factory default, click Factory Default.

5 Buc e
Proparties Utilities

= Configuration

Reboot
Glick Rebuol” bultan to rebool the BIC
= Server Information
= Powe
Conbrol Factory Default

Sower Consumption

o PCIE Click Factery Default’ button to reset BMC to dafault
Power Consumption

S Thermal
Fans
Tamperstures

System Event Log

5 Event Management
Platform Events
Trap Settings
Email Settings

Port Map
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Server Information

Power Control

The Power Control allows you to power on/off/cycle the remote host system. Additionally you can see the
remote power status.

To perform the power control operation, select the operation and click Apply Changes.

Welcome root {Administrator) |

= smc
Propertias Power Control

= Configuration
network Appiy Changss

Hare. you can isw your seners pawer status. To parform & power contrel aperstian, sslect the oparstion yeu wish to periam and click Agply Changas

Power Status
B ~

Power Control Operations

Power Consumpbion 2
3 pCIE Pows On Systam
Power Consumption @ Power Off System
= Thermal
P Gy
Fas }Powes Cycle Systam
Temperatures

System Event Log

= Event Managemant
Platform Evants
Trap Setbings
Email Settings

Port Map
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Power Consumption

This screen displays information on the system power consumption. The information includes Current
Power Consumption, Power Consumption Monitoring Start Date, Max/Min Power Consumption, and
Average Power Consumption.

Welcome root {Administrator) |

Bmc .
Properties Power Consumption
Configuration

Network

Power Reading

Curent Fower Consumption B3 | 328 BTUME
Power Cansumption Mondoring Start Date: Sat, 26 fug 2000 0958 64
Max Power Cansumption A05W | 253 BTUM
Min Power Consumgtion B9 | 235 BTUMr
[Avarage Pousr Consumpti 53 | 317 BTUMr

Temperstures

System Event Log

= Event Managsment
Platfom Events
Trap Sstbings
Email Settings

Pors Map
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GPU Power Consumption
This screen displays the status of GPU power consumption.

Each sensor displays different color to indicate the health status of a specified GPU device.

(] The green color indicates the device is healthy and there’'s no sensor that has any alert.

1 The yellow color indicates the device has at least one sensor that has warning alert.

X ] The red color indicates the device has at least one sensor that has a critical alert.

= Bmc .
Proparties Power Consumption
= Configuration
Sy =
Security
users
Services

™™ Warning Thrashold

Probe Name iing Minimum

] PCIE 1 Want 0 Watls OWalts 240Walts Valts 25Walls

) PCIE 2 Want 0 Wante OWans 240Wans OWans 252Wans

o) PCIE 3 Want 0 Wists Wt 250Wans. 0Wats 252Wanis

ontrol ] PCIE 4 Want 0 Watts OWatts 240Watts OWarts 252Watts
Pawer Consumption & PCIE & Wait o Watts OWatls 240Watis OWalts ZWalls

= PCE ) PCIE 6 Wtk 0 Watts OWalts 240Vealts OWalls 257Walls
& Tharma i3 POIE 7 Wait 0 Watts OWstts Bd0wata vt 252Watia
Fans &9 PCIE 8 Watt 0 Watts OWstis 240Watts OWalts 252WWatts
Temperatures @ PCIE 3 Wstt 0 Watts OWatis 240t 0Watis 252Watts
S b ] PCIE 10 Wiat 0 Wit Owatis 240Watls OWalls 25MWalls
i il 17 BCE 1 W 0ilaits Ot 240wans s HoWatrs
Trap Settings & PCIE 12 Wat 0 Watts OWans 240Wans 0Wans 252Wans
Email Settings ¥ PCIE 13 Wat 16 Watts: OWatts. 240Wans OWats 252Watis
By ] PCIE 14 Wat 0 Wistts 0Wats 240Watts OWatts 252Watts
& PCIE 16 Wialt 0 Wialts OWalts 240Walls. OWalis. 252Walts:

o PCIE 16 Wat 0 Watte OWants 240Wans OWans 252Watts
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Thermal
This screen displays the Fans and Temperatures sensors of a remote host system.

Click Refresh to update current health status for both Fans and Temperatures.

(] The green color indicates the device is healthy and there’'s no sensor that has any alert.

1 The yellow color indicates the device has at least one sensor that has a warning alert.

x| The red color indicates the device has at least one sensor that has a critical alert.

ML Welcome root {Administrato
= BMC
Properties Fans
= Configuration
Network -
Security
Users
Sarvices
;ps;i{fﬂl Probe List
Update
Utilities Warning Threshold Failure Threshold
B _Sﬁ\ﬁgfﬂﬁ’"“ﬁf‘m Sta Probe Name Reading Minimum Maximum Minimum Maximum
Control ] FANT 5600 RPM BOORPM MA S00RPM A
__Power Consumption 9 FAN2 8500 RPM 800RPM MA 500RPM NiA
et Consumption e Al B EM S e B SOREM B
= Thermal ] FANS 8700 RPM S00RPM A S00RPM NA
BE e 9 FARS BOD0RPM  BOORPM WA SO0REM A
Syskan Event Log ] FANS 8600 RPM BOORPM MA 500RPM NiA
= Event Management ] FANT BB00RPM  BOORPM A S00RPM A
Platform Events a9 FANS 5600 RPM S00RPM MA 500RPM NiA
Trap Settings
Email Settings
Port Map

Weleome root {Administrator) !

T Temperatures

Configuration

#Ml Warning Threshald Failure Threshold
Sassons Sta Probe Name ling m Maxii Minimum

Undate @ oard Temp 1 4roe [ 704C n06 7500

5 ;:ﬁ‘l‘:f?rmrmnm = Board Tamp 2 420G 00C 7006 0.0C 7500
3 Powar ) Board Tamp 3 Hac [0S 7008 b 0
control C) Board Tamp 4 390 ¢ L 0.0 [ 5,00
Power Consumption ) Board Tamp 5 e oo To0C f0e 7506

Sl [ Soard Tomp & 206 00c 10400 006 1500
5 Themnal ) FCIE 12 Tomp moc L B5.0C B0 30,08

Fans

Systom Fvant Lag
5 Event Management
Flatform Events
Trap Setbings
Email Setbngs
Part Mag
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System Event Log

System Event Log: It records the event when sensor has an abnormal state. When the log matches the
pre-defined alert, the system sends out the notification automatically, if it is pre-configured.

= 8MC
Properbes System Event Log
= Configuration
or
Security
Ussrs
Services i
a1 =uzr Log Entries 1 to 18 Entries Per Pages:| 20 %
Sassions
date > P - -
e & 20000826 09 5924 FANE Fan seasor, foilure event was osserted
5 Server mformation ! 2000-08-26 09:59:24 FANE: Fan ssnsor, waming avant was asseriad
S - 2000-06-26 095824 FANT Fan seasor, fallure aveat vas assensd
il 1 ¥ 5 F
Power Consumption ! 2000 DF:EE M BVZA n ?ﬂs?l vlarmrrq awent was. aisensd
3 PCIE 8 2000-08-26 0959 24 an sensor, failure event was asseried
__ Power Consumption ! 2090-00-25 03:59.26 FANG: Fan sensor, waming svent vas asserisd
SiTheT x 2000-06-26 09 50.24 FANS Fan sensor failre suent was sssensd
Ten: ! 2090-00-26 09 68 24 FANS. Fan sensor, waming avent was asserted
% | 2000-08-26 0958 24 FANS Fan sensor, failure event was asserted.
= EV;:EFE';“EGVEE’:;"‘ ] 2000-00-26 03-59.24 FAN#: Fan sensor, waming svant was assensd
Trap Sattings ® 2000-08-26 09:59.24 FANI: Fan sensor, failure avent was aasenad
Email Setbings 1 Z000-06-26 09 59 24 FANI: Fan sensor, warming avent was assered
Port Map % 2010-08-25 095924 FANZ Fan seasor failure event was saserted
1 2090-05-25 03.59.24 FANZ: Fan ssnsor, waming svant vas asserisd
& 2000-08-26 09:55:24 FAN: Fan sensar, failure svent was assened
! Z090-05.26 08 63 24 FANT. Fan sensor, waming avent was asserisd
%) 12000-08-26 D% 58 13 PSU 1 Power Unit sensor AC lost was assarted.
! 2090-08-25 09.50.51 Sys Pwr Wonitor: Powsr Supply sensor. Predictive Faure was asserted
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Platform Events

A platform event filter (PEF) can trigger an action and generate an alert when a critical hardware-related
event occurs. For each PEF, you can choose the action to be taken when a platform event occurs. You
can also choose to generate and send an alert when a platform event occurs.

In the Platform Events screen, you can enable the generation of platform event alerts globally by clicking
Global Alerting Enable.

When you finish the configuration, click Apply Changes.

Welcome root {Administrater) |

= 8MC

Properties Platform Events
5 Configuration
Sacurity
usars
Platform Event Filters (PEF) List

[ Global Alarting Enable @ Hote (This enables/disables both PET and amai alarls)

None  Power Cycle
Fan Assart Filter 0 * .
Tamperaturs Warning Assert Fitar &) O ] a
= PCIE rsmperaturs Critical Asssrt Filter o O . L]

rol
Pawer Congumption

Power Consumption
= Thermal

Fans

Trap Selbngs
Email Settings
Port Map
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Traps Settings
In the Trap Settings, user can set the IPv4 and Ipv6 Destination List.

IPv6 and IPv4 are two completely separate protocols. IPv6 is not backwards compatible with IPv4, and
IPv4 hosts and routers will not be able to deal directly with IPv6 traffic.

IPv6 has a significantly larger address space than IPv4. This results from the use of a 128-bit address,
whereas IPv4 uses only 32 bits.

When you finish the configuration, click Apply Changes.

= BMC
Praperties
= Configuration

Trap Settings

Community String

=
Sacurity
Users
s IPv4 Destination List
M1
Sassons Enable IPva Address. Send Test Trap.
Uncate 7 5 7 ‘ =
utilities IPv Destination 1 10000
= Server Infarmation
= Powar 1Pt Destination 2 0
control T
Bower Consumption Pt Destination 3 (]
3 PCIE
IPvé Destination 4 [
IPv6 Destination List
Sy
N Enable P Address
Py Destimation 1 | | | s a1 Trap
Enmal Sottngs !
POEE Miap: \P\& Dastination 2 |
IPS Destination 3. |
1P Destination 4 [l

|puiic
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Email Settings
If you want the alert to be sent by email, you can configure to specify the e-mail address, subject and
message in the Email Settings. After you finish the configuration, click Apply Change to save the settings.

= 8ame
Properties
Configuration

update
utilities
= Server Infarmatian
= Powar

Control

Pawar Congumption
= ple
Pawer Consumplion

= Themal
Fans

Trap Settings

Port Map

Email Settings

Destination Email Addresses

Destination E-mail Address

Email Description

Welcome root (Administratar)

_:.am changes

SMTP (e-mail) Server IP Address

0000

SMTF P Adidress
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Port Map

User can identify the specified iPASS mapping to PCIE controller in Port Map. Click Apply Change to
save the settings.

= ame
Properties Port Map
Configuration
e e
Sacurity
Ussrs
e D Tuio hast system in muli-hust with two vwitial swiches mside hast 4 having taken oves all of nast 75 end-paints
M1
Sassons IPASS mapping to PCIE Controller
upcate
Utilities
= Server Infarmatian antral By ® Jumper © BMC
= Powar IPASS  PCIE IPASS  PCIE IPASS  PCIE
Contrel
owsr Consumption L 1 12181 1123413141516
= PCIE Mapgng 1 @ Vs O -ve a-vs
Powar Consumption 1 5 HA T
= Themal
Fans 2 343 FIE TAERTS z N
Tempersturss llapging & fol ] O s s
System Event Log & a4 3 HiA 3 Wi
5 Event Management
Slatiom Events 3 sm 3 sENR 3 E6TRSM0A112
r iapping 3 & V8 O s 0O wvs
7 812 T A 7 NiA
4 78 4 78910 1 A
apping 4 @ - Vs O v -8
8 a0 6 MA 8 MK
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Troubleshooting Your System
Safety First—For You and Your System

.&WARNING: Whenever you need to lift the system, get others to assist you. To avoid injury, do not attempt to lift
the system by yourself.

.&CAUTION: Before removing the system cover, turn off all power, then unplug the AC power cord, and then
disconnect all peripherals, and all LAN lines.

.&CAUTION: Many repairs may only be done by a certified service technician. You should only perform
troubleshooting and simple repairs as authorized in your product documentation, or as directed by the online or
telephone service and support team. Damage due to servicing that is not authorized by Dell is not covered by your
warranty. Read and follow the safety instructions that came with the product.

Symptom: iPass card / port not recognized by the system
Check System Status (System must stay switched off)
3. Look at the back of each power supply. A green LED should be lit when AC power is applied.

ﬁ NOTE: Do not press power button on the system.
4. Check front panel LED (UID and Power LED). See figure 1 on Page 10
® |D and Power LED should not light at the beginning.
® After 30 seconds or so, when BMC is ready, UID LED and Power LED blink once.

6. When PCle cards are ready, power on the host system for test.
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Checking GPU Card

1. Power off and remove the middle cover. See section-Removing System Cover to remove the middle
cover.

2. Power on the system and PCle device and check if the GPU card LED lights.

e R =l

3. If not, see Check iPass cable.

Checking iPass Cable
1. Check if iPass cable is properly connected.

2. Ifthe iPass cable is not plugged in correctly, power off the sytem and plug-in the iPass cable again.

3. If not, swap iPass cable.
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Checking iPass Connector to Host System

A
Al

H
2

[(=ddress: 1B [PLX)
36 [GBT)

)
L

=)

T
- =1 < -
g -
g Fr BT ]
!jm—- address: 18 [PLX) =
4 30 [GBT) L "
= e
< o b
w2 [ g b ] = =
mal
= address-_:";lﬂz[FLH:l —
o 34 [GBT) > -
i T
= oo N
""; I % m Oo® T 4] T
=] %3, BME[=
- asddress: 19 [PLX) =
o -___.3:%!631—;- B
- .“ ey O
(=18 ==
= -
. M St =
=g
= #4

1. Check the Board to Board (BTB) connectors to the iPass Boards.

2. Check System SMBus device routing table.

IPASS
= |Ftop
] 5
0. °
= ;
o e

IPASS

bottom

5 b

0 ~N O

IPASS TOP IPASS Bottom
iPass 1:  Slot 1/15 iPass 5:  Slot 2/16
iPass 2:  Slot 3/13 iPass 6: Slot 4/14
iPass 3:  Slot 5/11 iPass 7:  Slot 6/12
iPass 4. Slot 7/9 iPass 8: Slot 8/10

Check if iPass Board (GS-IPASS2 / GS-IPASS3) is installed properly

1. See Replacing iPass Board on page 40 for instructions to accessing the iPass boards.
2.  Reverse the steps above to reassemble the system.

3. Restart system and test again.
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Jumpers and Connectors
Dell PowerEdge C410X Middle Board Connectors and Jumpers

Figure 5 identifies critical components on the Dell PowerEdge C410X middle board.

Figure 5 — Middle Board Connectors and Jumpers

T
3

Component

L

PCI-E connectors

PCI-E connectors

Power connectors

iPass board connectors

Battery

Front I/O connector

FAN connectors

FAN LED connectors

© © N o g B WD

Failover setting pin header
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Getting Help
Contacting Dell

For customers in the United States, call 800-WWW-DELL (800-999-3355).

ﬂ NOTE: If you do not have an active Internet connection, you can find contact information on your
purchase invoice, packing slip, bill, or Dell product catalog.

Dell provides several online and telephone-based support and service options. Availability varies by
country and product, and some services may not be available in your area. To contact Dell for sales,
technical support, or customer service issues:

1.

2
3
4,
5

Visit support.dell.com.

Click your country/region at the bottom of the page. For a full listing of country/region click All.
Click All Support from Support menu.

Select the appropriate service or support link based on your need.

Choose the method of contacting Dell that is convenient for you.
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